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A u -stable bridge (generally speaking not maximal) is constructed for a class 
of games, Sufficient conditions are found,under which the game in the given 
class can be completed within the time of the first instant of absorption, 

1. A vector z moves in an n-dimensional Euclidean space Rn according to the 

following equation : 
2’ = cz - u + v, 11 G P, VCEQ (1.1) 

where C is a constant ( R X n )-matrix, while P and Q are convex compacts in R”. 
It is assumed that an m-dimensional Euclidean space Rm (m B n), a linear mapping x 
of the space Rn onto Rm and a closed convex set X C Rm , are all specified. A termi- 

nal set 2 is defined within Rn as follows: 

Z = {z E Rn : nz E xl (1.2) 

We consider the problem of hitting the vector z on the terminal set 2 at the given ins- 
tant of time ti. The first player who has the choice of the control u G P at his dispo- 
sal, tries to realize this action, while the second player using the control u E Q obstructs 

the intention of the first player. The strategies of the players are identified with the func- 
tions u (t, Z) E P, v (t, z) E Q (see El]). It was shown in [l] that the strategy ofthe first 
player extremal to the u-stable bridge W leading to the target 2, ensures that the vec- 
tor z hits the set Z. 

We shall seek the u-stable bridge W in the following form: 

w = {(-c, z): 0 < z < tr, neTCz E T (Z)} (1.3) 

The family of sets T (z) c Rm (0 < T < tr) is obtained from the property of the u - 
stability of the bridge w and the condition T (0) = X. The bridge (1.3) will be u - 

stable (see Cl]) when the following condition holds: if (t, z,,) G W and a measurable 
control u (t) E Q is chosen for 0 < t f CJ (u < 7) , then a measurable control u (t) E 

p (0 < t < a) exists for which (t - 5, z (0)) EZ W. Here z (CT) denotes the position of 
the vector z to which the latter is displaced from its initial position z,) at the instant 

CT ,in accordance with (1. l), under the controls u (t) and EI (t) As we know [2],toful- 
fil this condition it is sufficient that the following inclusion holds: 

T(++(t-D)+ { .ZP,CP+( T fietC Q dt 
) (144) 

Z--o r-u 

Here A x B = f-l (A - b) (b G B) is the geometrical difference (see [23) of two sets, 
A C Rm and B c Rm. 

3, Let us now construct a family of sets T (T) satisfying the inclusion (1.4) and con- 
dition 2’ (0) = X, under the assumption that the following condition holds: 
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Here S+ denote convex compacts in R m, ki (t) are continuous scalar functions, &$ ftf >, 
0 when t&O, and yi (t) are continuous ~-~mensional vector functions; Z = 1, 2. 
We seek the set T (zj in the form 

t 
T(a) = s (Yl P) - Y2 (toIf (-It + w (2) @*2) 

0 

Substi~ting the set (2.2) into (1.4) and u~~iz~ng the condition (2. I), we obtain an in- 
clusion which must be satisfied by the set w (7) 

5 

w (~)C(W 0 - 0) + 
fS k,(l) dt&), (( s’ ks~~)~f) 8%) (2.3) 

f---a c-CI 
In what follows, we shall require certain pronerties of the geometrical difference opera- 
tion. Let A be a closed convex set in R m, B and K be convex compacts in Rm, o, 
and a, be nonnegative numbers. Then 

(Az_B);LK=A~(B+K) (2.4) 
(A + B) x R I (A x K) + B G5) 

(((A + ‘JIB) x o,K) $ ~$1 x o,R = (A + (a, + TV*) B) x (a, -I- IS& K (2.6) 

(A I- B) * (K + B) - A * K CL71 

The proof of the properties (2.4) and (2,5) and of the inclusion (A + B) Y (K + B) 1 

A _E K for arbitrary sets A, B and fr: is given in [3], p. 204. The property (2.6) is 
shown in [4, 53 in the course of the proof of the equation T,,T,* = Ta,_,+ for the games 
with a simple motion and a convex terminal set. The proof &I [4, 51 utilizes the concept 
of a supporting function of a convex closed set. Using this concept, we can also easily 
prove the property (2.7). 

The following lemma generalizes the property (2.6). 
Lemma. Let the numbers p1 >, 0, pa & 0, 8, 2 0, 6, >, 0 be such, that 

P&r - PA, z 6 
Then the following relation holds; 

(2.6) 

(((A + ~$31 Y 6,X) + PIB) * 6,x = (A -F (PI + ~a) B) x (6, + 4%) K (2.9) 

Proof : Let us first consider the case when pi = 0. Then the relation (2.9) follows 
from the property (2.4) and the relation (6, + 8,) K = BIK i- 8sK. 

Let p1 > 0. Then by virtue of the condition (2.8) we can determine the nonnegative 
number a = (P&I - PI%) /PI ( 2.10) 

We can also assume that in the casein question (p% > 0) we have ps > 0 otherwise 
the condition (2.8) would imply that pa = 8s = 0 and the relation (2.9) would become 
obvious, Let us set A, = A + eK. Then the property (2.7) implies the relation 

(A + ~81 x 8,K = (A, + p,B) x (8, + e) K (2. Ill 

Choosing the value of the number E from (2, I.01 we obtain 

4/1f~ = (8, + 4~~ = a Z 0 (2.12) 

Let us now set K, = UK. Then, taking into account (2.12) we obtain (8s -I- s)K =P&I, 
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(i,K = plK,. From this, together with (2. ll), follows that the left-hand side of the re- 
lation (2.9) which is being proved, has the form 

(((A, 4 PA Y PZKI) + PI& x PIK, 

According to the property (2.6), the above set is equal to 

(A, + (PI + ~a) B) X (PI + pa) K~ 

Substituting in it A, = A + EK, (pl -I- pz) K, = (6, i- 8,) K i- EK and using thepro- 
perty (2.7), we obtain (2.9). 

3, Let us now determine the family of sets W (T) satisfying the inclusion (2.3) and 
condition W (0) = X. 

We determine the function f (T) for z > 0 as a solution of the following differential 
equation: df (4 - -= max kz (z); 

f (7) k, (4 
dr J,(O,r) , f(O)=0 (3.1) 

Here b 

J, (a, b) = 
I 
’ k, (t) dt, a=1,2 

a 

We note that if Ji (0, r) = 0 for some z > 0, then k, (t) = 0 for 0 g t Q r. This, 
together with condition (2. l), implies that for 0 < t 6 r and for any ur E P, us f P, 
the following relation holds: 

l&u 1 = ?ct?+c, 2 (3.2) 

Representing the matrix e tC b a power series and making t tend to zero, we obtain y 

nCiu, = nCiu, for all t. It follows that the equality (3.2) holds for all t, and we can 
set k, (t) = 0 in the first equation of (2.1) for all t & 0. In this case we assume that 
the right-hand side of (3.1) is equal to k, (t). 

Equation (3.1) yields the following properties of the function f (z): 

f (r) >, J, (0, z) > 0, f (z) - f (.t - (J) >, J, (‘i; - CT, T’) 2 0 

Jr (0, r - a) f (T) > J, (0, 7) f (T - 4, 0 d Q d T 

We shall prove the inequality (3,4). Set 

z (-c) = f (7) / Jl (0, @ 

(3.3) 

(3.4) 

Then as (3.1) implies, dx (z) /do > 0 when z > 0. This means that for U < o < 5, 
E 0) >, x (.t - a), and taking into account the form of the function x (r) we obtain the 

inequality (3,4). 
Let us set for every T 3 0 

M (z) = (x + J1 (0, 4 S,) * f (r) szs (3.5) 

We note that the set M (T), being the geometrical difference of two convex sets, is itself 
convex. 

Assertion. Let the set M (T) be nonempty for every ‘c E (0, tl] . Then for z E 

[0, tJ the inclusion (2.3) is satisfied by the following family of sets: 

w (z) = M (z) + (f (T) - J, (O,r)) sa (3.6) 

Proof. From the inequality (3.4) it follows that 

(f (t) - f (z - u)) J, (0, z - (5) 3 f (2 - CT) J, (T - (J, z) 
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This, together with the formula (3.5) and the lemma proved above, yields the relation 

(M(r- cf + $1 fz - o, T)&) 2 (f (rf - f (t - o))S* - M (7) 

We shall show that 

(3.7) 

(M (t. - “) .+ Jo (T - o, r)Sr) r Jn (r - (J, T).!?, 3 h2 (r) + E,S, 
where 

a, = ! (r) - f (r - u) - Js (T - u, T) ,, 0 (3.9) 

We note by f the set appearing in the left-hand side of the inclusion (3.8) which is be- 
ing proved. Then from property (2.7) and from (3.9) it follows that 

I = (M (r - a) + J1 (T - u, WI + $92) f (f (T) - f (r - +% 

Applying to this the property (‘2.5) and from the relation (3.7), we obtain the inclusion 

(3.8). 
Let us substitute the set (3.6) into the right-hand side of the inclusion (2.3) which is 

being proved, and denote the resulting set by II. According to (2.5), we then have the 

following inclusion : 

1, 1 (@f 6 - d + Jx (z - 0, ‘r)S,) t JI (T - cl, ~15,) + (f (‘c - u)- Js (0, T - a))& 

The latter yields, with the help of the relation (3.8) and the notation (3.9)), the required 

inclusion I, r> W (7). 

The above assertion together with the formulas (1.3) and (2.2) implies that starting 
from the initial position zg , the first player will be able to realize the hit of the vector 

z on the terminal set (1.2) at the time tl > 0, provided that 
tt 

ite”Ct,E 
c 

(y1 (t) - y*(t)) dt + M (11) + (f (G) - J2lO‘ f3 s2 (3.10) 
6 

The author of [6] introduced the concept of the first instant of absorption. We know [7] 
that in a number of cases the game can be concluded by the time equal to the first in- 

stant of absorption. We shall give the sufficient conditions under which the games be- 
longing to the class in question can be concluded in the time coinciding with the first 

instant of absorption. 
When the condition (2.1) holds and the first instant of absorption t1 = tl (zO) exists, 

the following inclusion holds: 
11 

n&c 2, E 
f 

(~1 (j) - ;yt (4 dt + (X + JI (9, &) S,) -f JB (0, h) S2 (3.11) 
0 

From the inclusions (3.10) and (3.11) we see that the sufficient conditions sought can 
be found by requiring that the sets appearing in the right-hand sides of these inclusions 

are equal. As the formula (3.5) implies,to achieve this it iS sufficient to require that 

f (r.) = J2 (0, 7). The latter equality holds if, as we see from (3. l), the following ine- 
quality holds : + I 

k2(T) f k,(t)df), k,(T) 1 b(f) dte r&o (3.12) 
i 0 

Thus if the terminal set has the form (1.2), the condition (2.1) and the inequality (3.12) 
both hold, then the game can be concluded by the time equal to the first instant of ab- 

sorption. 
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